HOMEWORK 2

(1) Suppose that z = s+wv, where s and v are independent, jointly distributed
RVs with s ~ A (n,0?) and v ~ N(0,V?).
(a) Derive an expression for E[s|z = z].
(b) Derive an expression for E[s?|z = z].
e Solution: as

2
1 (s =1 — 37z (z —n))?
fs(slz = 2) = ———=exp [— ;jivj :
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E[s*|z =z] = /_00 s fs(s|z = 2)
= D[s|z = z] + E[s|z = z]*
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(2) Suppose that z = s+wv, where s and v are independent, jointly distributed
RVs with s ~ N (7,,02) and v ~ N(0,02). Assume we have measurements
z(1),...,2z(n),

(a) Derive the maximum likelihood estimate for s;
(b) Derive the maximum a posteriori estimate for s;
(c) Derive the minimum mean square estimate for s;
(d) Derive the linear minimum mean square estimate for s;
Solution:
(a) See Example 4.1 in handouts
(b) Similar to (a), add the prior distribution of s
(c) We first demonstrate that s z(l) .,z(n) are jointly Gaussian, which is
true as the linear combination of x, z( ) are Gaussian, i.e.,

Y =aps+a12z(1)+ ...+ a,z (Zal) s+Zal

n

is Gaussian with mean Zams and variance (Y a;)%0? + Zafa?). Similarly,
=0 =0 =

z(1),...,z(n) are also jointly Gaussian.
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,z(n)]*, and as s and z are jointly Gaussian, we have

Assume z = [2(1),...
o [3] [5 5]

[ H=
According to Schur complement, we have
Ess Esz _ I Eszzz_zl [ Ess - Eszzz_zlzzs 0 I 0
Y. Y. | |0 1 I 0 DI DI W |
and the inversion gives,
Ses Dar |7
EZS EZZ
B I 0 (Ees — B X127 0 I -3.%7}
I R i) DA | 0 ¥} 0 I

the joint distribution p(s, z) is
1 1
5,2) = exp | —=(X — ux) TS H(X — )
plo, ) = i e (5K = )T g
in which X = [s,27]T, ¥ = { gss gsz } . and the quadratic part is

(X —px)TS™HX — px) ) )
I 0 (Zss — Zs2252825)" 8 0 I —-%.%7 s—mn
_ _ T _ T . 8s SzHzz zs SzHzz . S
=[(s—ms)", (2 —pz)"] [ 72221225 I :| |: 0 Z;zl 0 I zZ— iz
_ Tes — DeeY2a25)" L 0 — s — Les Vi (2 —
= [(S — ns)T - (Z - ;Ufz)TzzzlEzs z */—Lz] . ( s szO 2 ZS) E;zl :| |: s zsi MZ: (z /JZ) :|
TZ.Z_ZI(Z*NZ)

= [(S - 775) - Eszzz_zl(z - ,Ufz)]T(Ess - Eszzz_zlzzs)_l[' . ] + (z - ,U«z)

the determinant
ZSS ESZ

det ([ 5 57 ]) = det(Te.) - det(Tys — 2o TLIT)

As
p(s, z) = p(s|z)p(2)
we then have
p(SlZ) = N (7]5 + ESZZ;;(Z - MZ), Ess - ZszE;zlz]zs)

and

Hence the MMSE estimate is
E(s|z) =1ns+ Eszzzizl(z - NZ)

(d) The linear MMSE estimate can be expressed as follows:
Suvmse = Elsz!][E(zz")] 2,

in which
E[sz"] = E[sz(1),...,sz(n)] = [ n? + 02 n2+o? |
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and
[ Elz(1)?] Elz(1)z(n)]
Blzz"] = : :
L Elz(n)z(1)] -+ E[2(n)?
[ toitor  miAoy e toy
mAoy  mtoitoy o+l
L ol oy e mitoi+oy
In order to calculate the inversion of E[zz”], we represent it as
o2 - 0 1
Blzz']=| ¢ 0 |+ e4m) [T 1]
0 - o2 1

v

According to the matrix inversion lemma, i.e.,
(A+BD'C)'=A"1-A'B(D+CA'B)'CcA!
we have

1
aploy +n(o? +13)]

oy +(n—1)(ef+n7) - —(03 +n7)

{E[zz"]}7" = : . :
—(03 +12) e op At (n = 1)(0F +12)
Therefore, the LMMSE estimate is

n
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