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Question 1. Hxkrkx

Consider the following scalar system
T =—ax+bu+ pb

Solution:

>

w=ky(t)x + ka(t)ue — @(m)% 2 Ey(t)x + ka(t)ue — @(2)01(t)

S
~—

Answer 1.

Consider the following scalar system

T =—ax+bu+ pb

where ¢ = p(z) is a bounded and continuous known function, and a, b, § are unknown constant
parameters. sgn(b) is known.

The reference model is given by
Tref = —ArefTref + DrefUc
We propose the following control law
w=ki(t)z + ka(t)ue — @01 (t)

Then we have

& = —ax + bky ()2 + bka(t)ue — (b (t) — 0)

— Gre bre fag
By k} === ki ==, the error dynamics is

€ = T — Tref
= —ax+ blgzl(t)x + blgzg(t)uc - (p(bél(t) —0) + QretTref — breflic + GrefT — Aref®
= —apet€ + (Aret—a + blgzl(t))ac + (bl%g(t) — ref)Ue — go(bél(t) —0)

 arete 4 b (8) — k) + b () — kS — @b(él(t) _ %)

= —Qref€+ bl%lx + bl%guc — bgoé

where gl :El(t) — kJT, %2: EQ(t) — k§,é: él(t) — %

Consider the following Lyapunov function candidate

1 bl 72, 16l 72 (0] 72
V==-e+ ——ki+-—ki+-—0
2 291 1 272 0 273

where 1, y2, v3 > 0.



Taking the time derivative of V gives
V = eé+ m];lkél + MEQI%Q + Méél
Y1 Y2 Y3
= —qape?+ bl%lace + bl%guce — b(pée + Méll%l + Mégl%g + Méél
Y1 Y2 V3

| b

b~ : - b
_ farefeu—,y'kl(klmsgn(b)xe)+—,y (o + nosgn(Buce) + 12
1 2

L2156, - vsenv)e)

If we choose
k1 = —yisgn(b)ze, ky = —yosgn(b)uce, 61 = yssgn(b) pe
which leads to

V= —aref€? <0

Thus V(t) <V(0) which implies that e, k1, k2,0 € Loo. Since zyef is bouded, thus = = e 4 @yef € Lo,
€= —Qpef€ + bl::lx + bl%guc — gpé € L. Then we have V= —20refeé € Ligo.

We can conclude from Barbalat’s lemma that lim;, oV (¢) =lim;—, oce(t) =0.

Question 2. *xx*
1. A with all negative elements?
Solution: choose tr{ K{ (—A)K;}
2. A with some negative elements and some positive elements?
Solution: choose
V =eTPe+ tr{ K{ |A|K,} + tr{ K7 |A| K2}
and
I;ﬁ = —sgn(A)BTPex™, I%g = —sgn(A)BTPeul
where |A| £ Asgn(A), sgn(A) = diag{sgn(\;)}.
Answer 2.
We consider a linear system described by
T=Ax+ BAu

where A € R"*" A € R"™*™ are unknown constant matrix. In addition, assume that A is diagonal,
and (A, BA) is controllable. The uncertainty in A is introduced to model the control failure.

Control objective: design u such that all signals in the closed-loop system are bounded and x tracks
the state zyef of the following reference model.

i‘ref = Arefxref + Brefuc



where Ayer € R™"*" is Hurwitz, Brer€ R™*™, u. € R™ is the bounded command vector.
If matrices A, A were known, we can apply the control law
u=Kjx+ K3u,
and we can obtain
& =(A+BAKT)x + BAK3u,

Then the matching condition is

A+BAKY = Aot
BAK3 = Bret

Let us assume that K7, K3 exist. We propose the control law

uw=K1(t)x+ Ko(t)ue
Then we obtain
T=Ax+ BAKl(t)x + BAKQ(t)/U/C
Define the tracking error e L0 — 2o Its dynamic is

€ = X — Tref
= Az + BAK(t)x + BAKs(t)ue — Aretret — Breftie + Ares® — Aret
Avere + (A—Aver) T — Bregte + BAK, (t)x + BAKa(t)u.
= Ayete + BAK{z — BAK3u, + BAK, (t)2 + BAK(t)u,
Avete + BA[K L (t) — K)o+ BA[Ko(t) — K3ue
= A+ BAINQJU + BAINQuc

where Klzkl _Kl,KQZKQ —Kg.

Since A, is Hurwitz, we can get from Lyapunov theorem that for any positive definte @QQ € R"*",
there exists a unique positive definite P € R"*" such that

AT P+ PA,;=—Q <0

Case 1: A is diagonal with positive diagonal elements.

Consider the following Lyapunov function candidate

V=eTPe+tr{ KTAK} +tr{ KT AK,}

Its derivative is

v

2eTPe + 2tr{ KTAK, } + 2tr { K AK, )}
= 2e¢TPA, e + ZeTPBAlg'lac + ZeTPBAf(luC + 2tr{[§'1TAI%1} + 2tr{l~(2TAI%2}

Since e"PBAK z = tr{e"PBAK 2} = tr{ze"PBAK,} = tr{ K;AB"Pex”'}, we have

V =2eTPA,ore + 2tr{l~(1ABTPea:T} + 2tr{K2ABTPeuZ} + 2tr{[§'1TAI;(1} + 2tr{l~(2TAI%2}



we can choose
Ié'l =—BTPexT, Ié'g = —BTPeur
Then we have

V=—elQe<0

Thus, V (t) <V (0), which implies that e, K1, Ky € Loo. Since u. is bounded and A,f is Hurwitz,
Zrot € Lo, T =€+ Tyt € Lo, € = Arete + BAK 12+ BAK u, € Loo. Then V =—2e7Qé € L.

Using Barbalat’s lemma, we can get lim;_, ooV (¢) =lim;—,ce(t) =0.

Case 2: A is diagonal with negative diagonal elements.
Denote A = —A.
Consider the following Lyapunov function candidate
V=eTPe+tr{ K{ AK,} — tr{ KT AK>}
Its derivative is
2eTPé + 260 { KTAK, } + 2tr{ KFAK>)
= 2¢TPA, e + ZeTPBAlg'lac + ZeTPBAf(luC + 2tr{[§'1T/_XI%1} + 2tr{l~(2T/_\I%2}

v

Since e’ PBAK 2 = tr{eTPBAf(lx} = tr{xeTPBAR’l} = tr{f(lABTPea:T}, we have

V =2eTPA,ote + 2tr{l~(1ABTPea:T} + 2tr{K2ABTPeuZ} + 2tr{[§'?[&l;(1} + 2tr{l~(2T/7\I%2}
we can choose

I%l = +BTP€.Z‘T,IL(2: —f—BTPe’U/Z

Case 3: A is diagonal with some negative elements and some positive elements
Denote |A| £ Asgn(A), sgn(A) £ diag{sgn(\;)}.
Consider the following Lyapunov function candidate
V =eTPe+tr{ K{ AK,} — tr{ KT |A| Ky}
Its derivative is
V = 2eTP+ 20 { KT |A|K: } + 260 { KT |A| )
= 2eTPA,ote + 2¢TPBAK 1z + 2¢TPBAK u, + 2tr{[§'1T|A|I%1} + 2tr{l~(2T|A|IL(2}
Since e"PBAK z = tr{e"PBAK 2} = tr{ze"PBAK,} = tr{ K; ABTPex”}, we have
V =2eTPA,cte + 2tr{ K ABTPex™} 4 2tr{ KoABTPeul'} + 2tr{I~(1T|A|IL(1} + 2tr{K'QT|A|IL(2}

we can choose

K1 = —sgn(A)BTPea”, Ky = —sgn(A) BTPeul



Question 3.

©=Az+ BA(u+®(t)-O)

where © € RP*1 &(t) e R™*P with ® being bounded and © unknown.

Solution:

u=Ki(t)z+ Ko(t)u.— d(t)- 6

Answer 3. For the following system
&t =Ax+ BA(u+0d(t))
where O, ®(t) with ® being bounded and © unknown.

Control objective: design u, such that all signals in the closed-loop system are bounded and z
tracks the state x;¢f of the following reference model.

Tret = Arefref + Brefle (1)
where Ao € R™*™ is Hurwitz, Brer € R™ ™™, u. € R™ is the bounded command vector.
If matrices A€ R™*", A€ R™*™ and © € RP*! were known, we can apply the control law
u=Kiz+ Kiu.— 0%
where K7€ R™*"™ K3 R™*™ and we can obtain
= (A+ BAKY{)x + BAK3u,

Then the matching condition is

A+ BAKY = Aot (2)
BAK3 = Bret

Let us assume that K7, K3 in (2) exist, i.e., there is sufficient structure flexibility to meet the
control objective. We propose the control law

w=Ki(t)x+ Ki(t)u.— 69
By adding and subtracting the desired term, we obtain
&= AvetT + Breftic + BAK 12 + BAKou, — BAO®

where Klékl—Kf,KQékg—Kg,é:@—@.



Define the tracking error e 20— 2por Its dynamic is
¢ = Avete + BAK 1z + BAKou, — BAO® (3)
we then consider the following Lyapunov function candidate

V =eTPe+tr{ K{ AK 1} + tr{ KT AK,} + 6TAO
Since

eTPBAK 1z = tr{eTPBAf(lx}
= tr{ze"PBAK,}
= tr{KABTPexT}

Its derivative

V = 2eTPe+ 260 { KTAK } + 2tr{ KIAK,} +267A0
= 2¢TP(Aere + BAK 1z + BAKou. — BAO®)
+otr{ KTAR, } + 2te{ KT AK,} +267A0
= 2¢TPA,cte + 2eTPBAK 1 + 2¢"PBA Kou,. — 2¢TPBAO®
+otr{ KTAR } + 260 KFAK,} +267A0
2eTPAcre + 2tr{ KiABTPex™} 4 2tr{ KoABTPeul } — 2tr{©T ABTPed™}
+2tr{ KTAR } + 260 RFAK,} + 260 {©TAO}

IN

we can choose
I;ﬁ = —BTPexT, I%Q = —BTPeul, 6 = BTPed”
Then we have
V=—eTQe<0
Thus, V(¢) <0, which implies that e, K1, K5, 0 € L. Since u. is bounded and A, is Hurwitz,

Trof € Loo. Then x =€+ x1er € Liso. Since @ is bounded, é= A,ore + BAIE'lac + BAI%guC — BAOD < Leo-
Thus V = —2eTQ¢é € L. By Barbalats’s lemma, lim;_, oV (t) = lim;_, «¢(t) = 0.

Question 4. Hxkxk

[d(t)]| < dimax
[d(t)]| < dimax(1+ |1 ]| + [|22[1?)
dmax 1S unknown.
Answer 4.

$.1 = X2
Ty = u+d(t)



where d(t) is a external disturbance with ||d(t)|| < dmax(1 + ||21]| + [|22]|?)-
Denote ®(x) =1+ ||z1]| + ||z=|/*> > 1.

Design a sliding surface: s =29+ Az1, A > 0.

The dynamics of s is § =ao+ A& =u+d(t) + Axo.

If dmax is unknown, we can design

U= —A\xy— nsgn(s) —sgn(s)d(t)®(x)

Then §=d(t) —sgn(s)d(t)||®(x)|| — nsgn(s).
Denote d= cZ(t) — dmax-

Consider the following Lyapunov function candidate

1,5, 1=
V== _d2
2% Ty >0,

Its derivative is

V= sé+llgl<;:
Y

= s[d(t) — sen(s)d®(z) ~ nsgn(s)] +=dd
< = ls|+ du®(a) 5| = dO(@)]s| + 1dd
= fn|s|f(demaxm(x)lsl%&f
= —nls| =~ d@(@)ls| +dd

1+, 2
= —nls| +;d(d —7®(2)|s|)
Design d= 7®(z)|s|, we obtain V < —7|s|. Integrating both sides yields

t
V() - V(0) < —n/ Is|dr
0
= sell.

By s€LiNLe, $ € Lo, we have lim;_, oos(t) =0.

Question 5. If the system is M (q)§+ C(q, ¢)¢+ g(q) =u, then choose

u=g(q) — Kyq _Kdé

If the system is M(q)d+ C(q,¢)d+ g(q) + Dg=wu, D is PSD (It is useful, don’t cancel).

Control Objective: ¢ — qq4, Ga=0.



Answer 5.
Define the position error: §=q — g4, 4= ¢, ¢ = §.
The error dynamics is
Mq+Cq+g+Di=u
Design the following control input
u=—Kyj—Kag+9=—Kp(q—q2) — Kag+ g
where K, and K, are positive definite matrices.
Then the closed-loop system is
Mg+ Cq+ D= —Kyj— Kaq
Consider the following Lyapunov function candidate

Vg o 1 og
V=5d"Mg+5q"Kyq

The derivative of V is
y P p 1 P s o ~
V= qTMq+§qTMq+ q"Kag
AT Ki—K i C;_D; 1 ;TM.: ~TK i
= ¢ (—Kpq—Kag—Cq—Dq) + 54 Mg+ q'Kpq
Pt pa 1 P N P Pt P
= —¢'Kaq+5q" (M -2C)g—q"Dg
= —¢"Kag— ¢"Dg
NSD => stable.

Note that the closed-loop system is autonomous, we have
E£{(q.q)|V=0}={(q.9)|g=0}
Since §(t)=0= ¢(t)=0= G(t) =0, the only solution that can stay identically to E is the

origin. Thus, from LaSalle’s Theorem, the origin is asymptotically stable, i.e., lim;_c0q(t) = qu,
limy—, 50q(t) =0.

Question 6. *xkxkx

If there exist external disturbance in the system, for example
M(q)i+C(q,4)q=u+d(t)

where ||d(t)]| < dmax- We may use u= —ksgn(s) + Mg, + Cq,.

Answer 6.



Define a sliding surface
s=q+Ai=d—(da—Ag)=q—Gr, A >0

where ¢, is an auxiliary variable.

Then we have
M5+ Gr)+C(s+ ¢r) =u—+d(t)
or
Ms+Cs=u— Mj, — Cg,.+d(t)
Define the following control input
u=—ksgn(s) + Mg, + Cq,
where K is positive definite. Then the closed-loop system is
Ms+ Cs=—ksgn(s) +d(t)
Consider the following Lyapunov function candidate
V= lsTM s
2
Its derivative is

V = sTMé—l—%sTMs

= —sT(Cs+ksgn(s)+d(t)) + %STMS
= —sTksgn(s) — sTd(t) +%3T(M —20)s

= —sTksgn(s) — sTd(t)
S _HSHk_HSIIdmax

Choose k= dpax + 7,7 >0, then V < —7]|s]].

Therefore, the origin s =0 is globally uniformly expoenentially stable, i.e, lim;_, os(t) =0.

From the input-to-state stability, lim;, oG () = lim—, o (j(t) =0.



